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1. Let T : R* — R3 the transformation defined by
T(z,y,z,w) = (x+y—z2+w 2z +y+4z +w, 3z +1y+92).

(a) Show that T is a linear transformation. (4 points)
Solution. 7'is a linear transformation since x+y—z+w, 2x+y+4z+w,
and 3x + y + 9z are linear functions in z. y, and z.

(b) Find the standard matrix [T]. (5 points)
Solution.
11 —-11
T]=|21 4 1
31 9 0
(c) Find bases for the kernel of and range of 7. (12 points)
Solution. We have:
11 -1 1 1 1 -1 1]
7] = |21 4 1|~|0 -1 6 -1
(31 9 0 0 -2 12 -3 |
11 -1 1 10 5 0
~ 0O -1 6 -1|~|01 -6 1
00 0 -1 00 0 1]
(10 5 0
~ 01 -6 0
00 0 1

Thus the kernel of T' consists of all vectors (z,y, z,w), where z =
—bs, y==06s, z=3, w=0, or,

—5s )
kernel(7') = 685 cseRy=14|s (13 seRp;
0 0
Hence a basis for kernel(7") is the singleton
-5
6
1
0
On the other hand, a basis for the range of T consists of the set
1 0 0
o, 1], ]o
0 0 1
(d) Find the rank and nullity of 7. (4 points)

Solution. It follows from (c) that rank (T)= 3 nullity (T)= 1.



2. Let T : P, — R3 be the function defined by the formula

p(1)
T(p(z)) = { p(2) ] ;

p(3)
here P, is the vector space of all real polynomials of degree at most 2.
(a) Show that T is a linear transformation. (8 points)
Solution. Since for any p,q € P, and k € R,
p(1) +a(1) p(1) q(1)
T(p(x)+a(z)) = | P(2)+a(2) | =| p@2) |+| a2) | =T(p(x))+T(alx))
p(3) +3(3) p(3) q(3)
and
kp(1) p(1)
T(kp(z)) = | kp(2) | =k | p(2) | = KT (kp(z)),
kp(3) p(3)
T is a linear transformation.
(b) Show that T is one-to-one. (8 points)

Solution. We show that kerT = {0}. Note that the general form of a
polynomial in P is ax? + bx + ¢, where a, b, c € R. Suppose

0 a+b+c 0
T(ax®* +bx+c)=|0 |, or a+2b+4c | =10 |.
0 a+ 3b+ 4c 0
This yields the linear homogeneous system of equations
a+b+c =0

a+2b+4c = 0
a+3b+9 = 0

Since

det

— =
W DN —
O

]2%0

the system admits only the trivial solution a = b = ¢ = 0; hence
kerT = {0} and T is one-to-one.

(c) Show that T is onto. (4 points)
Solution. Since dimP; = dimR3 = 3 and 7T is one-to-one linear trans-
formation, 7" is also onto.



3. Let P; be the set of all polynomials of degree at most 3, and let
W = {az* +bx* +cx +d:b+c+d=0}.

(a) Show that W is a subspace of P. (6 points)
Solution. Let a1z +bi2% + iz +dy, asx® + byx® 4+ cox +dy € W. Then
bi4c1+dy = ba+co+ds = 0; consequently, by +by+c1+co+di+dy = 0.
This implies that

(a1x3 + b1$2 +cix + dl) + ((12$3 + b2$2 + Ccox + dg)
= (CLl + CLQ).T3 + (bl + b2)l’2
+ (Cl + CQ)J? + (dl + dz) ew.
Also, for any real k,
k(G1$3 + b1$2 +cixr + dl) = ka1$3 + kb1$2 + kCl.fL' + kdl eWw

since l{?bl + kCl + ]{?dl = k(bl +c1 + d1> = 0.
(b) Find a basis S for W. (6 points)
Solution. We may write

W={ax’+bx®*+cx—b—c=ar’ +b(x*—1)+c(z—1):a,b,c e R}
Hence,

Py =span{2®, 2> — 1,2 — 1.}
But {z? 2% — 1,2 — 1} is linearly independent since

ar® +b(@* — 1) +c(z—1)=0
means

ar® +br? +cx —b—c=0

and consequently a = b= c = 0. Hence S = {23, 2> — 1,z — 1}.

(c) Give one vector in P; but not in W. (2 points)
Solution. Any polynomial az® + bx? + cx + d, where b+ ¢+ d # 0 is
not in W; for instance the polynomial 2® + 22 +x + 1.

(d) Complete S to a basis for Pj. (6 points)
Solution. We show that B = {23, #2—1,x—1, 1} is a basis for Ps. Since
P; has dimension 4, it suffices to show that B is linearly independent.
This holds since

az® +b(z* = 1) +c(z —1)+d1=0
means
ar® + b’ +cxr—b—c+d=0,
and consequently a =b=c=d = 0.



4. Let

1 2 -1 2
A=13 5 0 4
11 2 0

(a) Find a basis for the row space of A and a basis for its orthogonal
complement. (16 points)
Solution: (a) Since

1357 1357
A=|2042|=]011 2],
3287 0000

a basis for the row space is {(1,3,5,7),(0,1,1,2)}.
Since the orthogonal complement of the row space of A is the nullspace
of A, the latter consists of all the vectors (x1, x5, x3,x4) where

ry=—25—1, 19 =—s—2t, x3=35, 14y =1, s,t € R.

Thus the nullspace of A, or, the orthogonal complement of the row
space of A is the set of all vectors

—2s —1 —2 -1
—s 2 s, teRY = (s _11 +1 _02 :s,teR
t 0 1
—2 [ —1
B ~1 —2
= span 111 o
0 1
(b) Find a subset of the column vectors of A that forms a basis for
the column space of A. (4 points)
Solution. The desired set is
1 3
21,10



5. Let P, be the set of all polynomials of degree at most 2, and let
p(z) = ap + a1 + asz? and q(z) = by + byx + byx® be in P,. Define on
P, the operation

<p,q>= aobo + 2@1()1 + 3@2[)2.

(a) Show that < .,. > is an inner product on P;. (10 points)
Solution. Let r(z) = c¢y+c1z+coz?. Then < .,. > is an inner product
on P, since the following hold:

<p,q>= aoby + 2a1b; 4+ 3agbs = boag + 2bjay + 3bsay =< qQ,p >,

<p+taqr> = (ap+bo)co+2(ar +bi)er + 3(az + by)ey
= agco + boco + 2a1¢1 + 2bic1 + 3ascs + 3bacsy
= (agco + 2a1¢1 + 3azca) + (boco + 2b1c1 + 3bacs)
= <p,r>+<q,r >,
< kp,q >= kagby+2kab1+3kasby = k(apbo+2a1b1+3a2by) = k < p,q >
for every k € R, and
< p,p >=ag+2aj + 3a5 >0
with equality if and only if ag = a1 = ay =0, or p = 0.
(b) Show that
(agho + 2a1by + 3aghs)* < (af + 2a] + 3a3) (b5 + 203 + 3b3).
(5 points)
Solution. By the Cauchy-Schwarz inequality we have | < p,q > |*> <

Ipllllall?, or the desired inequality.
(c) Determine the cosine of the angle between the polynomials

l—z+2% and 142 —22
(5 points)
Solution. Since
<l—-ao+2°1+x—2>>=(1)(1)+2(=1)(1) +3(1)(~1) = —4,
J1—a+a?] = [14+2(~1)243(1)2Y2 = 62 and [[1+a—a?| = [1+2(1)*+3(~1)/2 = 62,
we have,
<l—-z+22,14+2—2%> —4 -2

1—z+a2|[1+x—a2 62612 3

cos(1—z+2?, 1+x—2?) =



6. Let

1
A=10
1

S =N

] |

(a) Use the Gram-Schmidt process to transform the column vectors
of A to an orthonormal basis of R3. (16 points)
Solution: Let u; = (1,0,1), ug = (0,1,2), uz = (2,1,0). Take vy =
u;. Define

0
1
2
s

< Ug,V; >

Vo = Ug — 5 Vi
[[vall
= (0,1,2) —(1,0,1)
— (~1,1,1).

Also define,

V- = u {<113,V1>V +<L13,V2>V}
’ ’ Va2 a2

1

= (27 1a O) - {(17 07 1) + 5(17 _17 1)}

= (2/3,4/3,-2/3).
Thus an orthonormal system resulting from {u;, uy, us} consists of ¢; =
vi/Ivill = (1/v2,0,1/v2), ¢ = va/|vall = (=1/V3,1/V3,1/V3),
g5 = v3/|[vs| = (1/v6,2/v/6, ~1/V6).

(b) Find the QR-decomposition of A. (4 points)

Solution. (b) The @ R-decomposition of A is

1/v2 -1/v3 1/v6 V2 V2 V2
A=| 0 1/V/3 2/V6 { 0 3 \/§/3].
1/vV2 1/v/3 —1/6 0 0 2v6/3




7. Let

A:

-2 3 1
1 -2 and b=| -1 |.
1 -1 2

(a) Find the least squares solution of the linear system Ax = b. (16
points)
Solution. The normal equation of the linear system Ax = b is

[—2 1 1] _12 _32 [x]_[—Q 1 1] _11
3 =2 -1 1 1 Y 3 -2 -1 9
which simplifies to
6 -9 x| | —1
-9 14 y | | 3 |’
But the matrix on the left-hand side is invertible; hence
v | 1114 9 -1
y| 3|9 6 3
and the least squares solution is
x| | 13/3
vyl | 3 |
(b) Find the orthogonal projection of b on the column space of A.

(4 points)
Solution. The orthogonal projection of b on the column space of A is

given by
Al133/3]{12 3%] l133/3]{3/}]'



8. Let
01 1
A=1]1 0 1
1 10
(a) Find the eigenvalues of A. (5 points)
Solution. The CE of A is
A =1 -1
detA\ —A)=det| =1 X -1 | =A+1)3*A-2)=0.
-1 -1 A
Hence the eigenvalues are \; = —1, with algebraic multiplicity 2, and
Ao = 2, with algebraic multiplicity 1.
(b) Show that A is diagonalizable. (10 points)
Solution. We find the eigenspaces of A; and \,. For the first, consider
-1 -1 -1 1 11
MI—A=| -1 -1 =1 |~ 000
-1 -1 -1 000
Hence,
—1 -1
nullspace(A; I — A) = span 1 |, O
0 1
In a similar manner we find
1
nullspace(Aol — A) = span 1
1
Since the set of vectors
—1 —1 1
1|, o |, |1
0 1 1

is linearly independent, the matrix A is diagonalizable.
(c) Find a matrix P that diagonalizes A and determine P~'AP. (5

points)
Solution. a matrix P that diagonalizes A is
-1 -1 1
P= 1 0 1
0 1 1
and

P1AP =

-1 0 0
0 -1 0



10

(d) Find A0 (5 points)
Solution. We have
-1 0 0

A =Pl 0 -10|P!




11

9. Indicate whether each of the following statements is TRUE (T)
or FALSE (F) without justifying your answer. (3 points each)

—(a) If Ais an nxn matrix that satisfies AAT = I, then det(A) = 1.

——(b) If A? = A and ) is an eigenvalue of A, then A =0 or A = 1.

—-(c) If A is an n x n matrix invertible matrix, then the orthogonal
complement of its nullspace is R™.

—(d) A square matrix is diagonalizable if and only if A = 0 is an
eigenvalue.

——(e) Any linear system Ax = b satisfies rank[A|b] = rank(A).

—(f) Any matrix A can be expressed as a product of elementary
matrices.

—(g) If dim V < dim W < oo, then there exists a one-to-one linear
transformation 7 : V — W.

——(h) If a linear transformation 7" : R? — R satisfies T'(2, —1) # 0,
then it is onto.

—-(i) The dimension of the vector space of 3 x 3 matrices is 10.

——(j) If A is an m x n matrix, then A7 A is invertible if and only if
the set of column vectors of A is linearly independent.



